T5 Summarization:

* <https://towardsdatascience.com/simple-abstractive-text-summarization-with-pretrained-t5-text-to-text-transfer-transformer-10f6d602c426> → overview of finetuning with T5
* <https://towardsdatascience.com/fine-tuning-a-t5-transformer-for-any-summarization-task-82334c64c81> (this looks more end-to-end and probably more useful for us)
* <https://huggingface.co/docs/transformers/tasks/summarization> → should help with navigating PyTorch + T5

BERT Summarization:

* <https://skimai.com/tutorial-how-to-fine-tune-bert-for-summarization/> (colab w explanation)

RoBERTa Summarization:

* <https://anubhav20057.medium.com/step-by-step-guide-abstractive-text-summarization-using-roberta-e93978234a90>

Other:

* <https://medium.com/analytics-vidhya/text-summarization-using-bert-gpt2-xlnet-5ee80608e961>

Pegasus:

<https://turbolab.in/abstractive-summarization-using-pegasus/>